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Model Reasoning With Typed Thinking

Diversify Large Language .

Danging Wang, Jianxin Ma, Fei Fang, Lei Li

Human Reasoning: Diverse Types

Deduce conclusion based on the general rules and premise

All frogs are amphibians
No cats are amphibians -
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— No cats are frogs

DEDUCTION

Make broad generalizations from specific observations

@ — Apples are Red i

Assume one candidate is correct and check whether it
meets the condition &

- It is raining %
Retrieve relevant information and draw the conclusion
a based on the similarity

He loves dogs ‘e’
ANALOGY Dogs and cats are similar

All apples | have seen
so far are red

INDUCTION

He brings an
umbrella with him

ABDUCTION

- He also love cats -°-°
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Specify and Diversify LLMs with Meta thinker
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Experience 1: (Problem 1, Deductive, Solution 1)
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Experience N: (Problem N, Abductive, Solution N)
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 Meta-thinker: Trained from experience to identify the suitable reasoning types
 Demonstration: Explicitly retrieval previous traces for reasoning, e.qg. analogy
* Reasoner: Implicitly learn how to reason with types
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